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Abstract

The intense fluctuating pressures observed in open cavities are extrcmely detrimental hencc the
ability to control the flow to minimize them is an important challenge. =~ Many open loop
methodologies have proven effective at this for single operating conditions howcver they often
are detrimental at off design conditions. Closed loop flow control is applicable over a range of
flow conditions and is the thrust of many current and past studies. However in order to advance
its effectiveness there 1s a need for a better understanding of the flow physics and the effect that
control has on it. This study represents a step in thc dircction of developing the tools that will
allow for a better undcrstanding of this flow physics along with an improvement adaptive control
methodologics. Onc aspect presented in this study involves the application of an estimation
methodology to obtain the time dependent flow properties in high spced applications and then
calculate the relcvant flow properties associated with gencration of the pressure fluctuations. In
conjunction with gaining insight into the flow physics we have also developed improved
actuators and an adaptivc flow control methodologies which demonstratc reductions in the broad
band and tonal components of the fluctuating surfacc pressurcs. In addition we present a study
which was conducted using successful open loop control to demonstrate our ability to dcterminc
the effccts of the control on the underlying flow physics.




1 Introduction

Thc primary goal of this research is to develop a better fundamental understanding of the
sources generating the large surface pressure fluctuations in cavity flows so that more efficient
physics based control can be uscd in the futurc.  This first chapter introduces thc flow physics
of cavity flows by way of a brief discussion then we will discuss some of the previous
applications of control to cavity flows. This is followed by a brief statement of the objectives of
the study which is in turn followed by section discussing the layout of the rest of this document.

1.1 Motivation

From the limited review that will be presented below, it is apparent that while progress has
been made towards effective active suppression concepts, we do not yet understand the key
physical mechanisms that need to be leveraged in the design of an effective control system
without iteration. The current effort is our initial effort to develop adaptive control concepts and
the tools which will allow us to investigate their effects on the flow physics. Through this and
follow on cfforts we hope to providc a methodology that will us to develop better control
methods along with having a better understanding of the flow physics effected by thc control.

1.2 Background

In this section we will review the basic physics of flow over an open cavity along with a
detailed review of many studies whieh have used flow control (open and elosed loop) in an
attempt to reduce fluctuating surface pressure. This review is important as it provides the back
drop of what has been previously accomplished and set the stage for the work prescnted here and
follow on efforts to understand the effects of control on the flow.

1.2.1 Cavity Flow Physics

Flow over an open cavity has important characteristics that are reprcsentative of those in
many industrial configurations as well as exhibiting important fundamental phenomena. Under
certain geometrieal eonfigurations the flow is known to be dominated by a large amplitudc self-
sustained oscillations that originate from a complex aeroacoustic feedback process. This process
is dominated by the growth and eonveetion of instabilities in the shear layer at the cavities
opening and how this shear layer interacts with the cavities rear wall. The oscillations of the
shear layer and the impact of the free stream flow on the aft wall of the cavity serve as a source
which fulfill the self-sustained oscillations and result in large pressure fluctuations throughout
the cavity. These large pressurc fluctuations are undesirable in most applications and the need
for a better understanding of this process so that a means to alter it can be dcveloped is still a
topic of many ongoing studies even after over a half century of rescarch on resonating cavity
flows.




Flow over open cavities has been studied over thc past sevcral decades from sevcral
diffcrent perspectives. The original studies which slanted towards aircraft applications arc
gencrally attributed to Roshko (1955) and Krishnamutry (1955). The more than 50 years of
studies of flows ovecr open cavities which have followcd have lcd to many advances in the
understanding of the important flow fcaturcs of cavity flows and the governing parameters which
dictate its behavior. The carly studics rcvcaled an unstcady momentum flux into and out of the
cavity, which rcsults in a "breathing" or "pumping" action. This pumping action causcs the
stagnation strcamline of the shear laycr to fluctuate up and down the aft wall of the cavity, which
has bcen widely thought to be responsible for sound production in thc cavity. The study of
Rossiter (1964) is regarded as one of the significant benchmark cavity flow studies and resulted
in a scmi-empirical relationship that, with slight modification, predicts the frequencies of the
rcsonant modes in open cavities. Rockwell and Naudascher (1978) provided an cxcellent review
of the work conducted on cavity flows through thc latc 1970's. Onc of thc morc comprehcnsive
studies was that of

Heller and Bliss (1975), which was an analytical and experimental program that
cxamincd cavitics cxposcd to both subsonic and supersonic frec strcam flows. In thcir study they
postulated mcchanisms of how the shear layer and free stream flow interact with the aft wall of
the cavity and also cvaluated several conccpts for supprcssing the discretc tones, such as slanting
thc aft wall. A watcr table was used to visualize thc aforemcntioned interactions, and the authors
claimed that the important mechanism is not nccessarily the interaction of the shear layer with
the aft wall but instcad the free stream flow impinging on the aft wall when the shear layer entcrs
the cavity. More reccntly, schlicren images of a cavity in transonic flow by

Hellcr and Delfs (1996) have largcly substantiated the earlicr proposed mechanisms. In
addition, therc have been many studies that have conccntratcd on collecting databascs for
characterizing parametric cffects, such as Tracy and Plentovich (1997) and Dix and Bauer
(2000). From a review of the previously mentioncd studics and many others, too numcrous to
list herc, one can make scveral obscrvations. The first is that thc features of cavity flow are
largely detcrmined by the coupling of the shcar-layer instabilitics with thc acoustic propertics of
the cavity and it is the intcrplay between the shear-laycr instabilities and the cavity acoustics that
causc cach to cxcitc, modify, and amplify the characteristics of the other.

Sccondly, the impingement of high spced flow on the aft cavity wall results in a pressure
fluctuation on the cavity boundary that causes the downstream reattachment region to act as an
acoustic source.

This pressure source is part of a feedback loop between itself and the shear-layer via its
intcraction with the the shear-layer. Whilc shcar-laycr instabilitics and wall pressurc fluctuations
cxist for all flow conditions over a cavity of sufficient sizc, their existence docs not guarantec
this rcsonant condition.

The existence of this rcsonant condition is governed by many quantities, such as the
length-to-depth ratio (L/D), cavity volume, ratio of boundary layer thickness to cavity length
(6/L), Mach number of the free strcam flow, ratio of shear-laycr convection velocity to frec
stream velocity (k), temperature ratio between the cavity and the free stream, and the state of the
incoming boundary layer.

With thc advent of more advanced tools for studying fluid dynamics (PIV and timc
dependent simulations) there have been scveral recent studies which have looked at specifics of




the flow field for a wide variety conditions. In the existing literature studics which involve
quantitativc flow measuremcnt appear to be for cavities in incompressible flows (e.g. Grace ct al,
2004, Ashcroft & Zhang, 2005, Ukeiley et al, 2005 and Kang et al, 2008) or supersonic flows
(such as Zhuang, et al, 2006 and Unalamis et al, 2001) leaving the gap for the data in this
manuscript to fill in. These studies have reinforced the importance of the incoming boundary
layer and have allowed for studying the vortical structures. For example Grace ct al. (2004)
studied the effects of turbulent and laminar boundary laycrs on the flow features of an length to
depth ratio 4 cavity in an incompressible flow. They found many of the flow propcrties to be
altered by the state of the boundary layer and asserted that the in order to predict whether or not
resonance might occur or match numerical data it is crucial to match the conditions of thc
upstrcam boundary layer. The lower speed such as Kang et al. (2008) and Aschcroft and Zhang
(2005) along with the limited transonic studics such as Hirahara et al. (2007) which have
acquircd velocity measurements have been able to clarify some of the properties of the shear
layer and its interaction with aft-wall as was originally proposed in Rockwcll and Knisley
(1979). Additionally these studies have showed linear growth of the shear layer width and hencc
the turbulent length scales in the shear layer along with some descriptions of the randomly
sampled instantaneous velocity and vorticity fields demonstrating the large scalc structures in the
flow. Murray and Ukeiley (2003) developed a novel technique for estimating the timc
dependence of the large scale structure and applicd it to the data being presented in this work in
Murray and Ukeiley (2007). There it was shown how thc propagation of the large scale
structures in the shear layer is accompanied by a minima in the surface pressure and the idea of
the number of turbulent structures across the cavitics opening being associated with which
Rossiter mode 1s dominant was validated.

1.2.2 Control of Cavity Flows

Techniques to suppress cavity oscillations can be classificd in several ways. In this
paper, we choosc the classification detailed in of Cattafesta et al (2008) to bc consistent with
terminology used in active noise and vibration control. Active control providcs external energy
(e.g., mechanical or electrical) input to an adjustable actuator to control the flow, while passive
control techniques do not. Passive control of cavity oscillations has been successfully
implemented via geometric modifications using, for example, fixed fences, spoilcrs, ramps,
(Heller & Bliss, 1975 and Shaw, 1979) and a passive bleed system (Chokani and Kim, 1991).
Note that some control devices considered passive by this classification extract energy from the
flow itself and have been called ‘active’ by other researchcrs. Pertinent examplcs include
unpowered or passivce resonance tubes (Stanek ct al, 2000) and cylinders or rods placed in the
boundary layer near the leading edgc of the cavity (Mcgrath & Shaw, 1996 and Ukcilcy et al,
2004). These dcvices, described further in Section 3, are sometimes referred to as active becausc
they provide an oscillatory input to the flow, but their effect on the flow cannot be adjusted
without either changing the flow conditions or changing the device itsclf.

Active control is further divided into open- and closed-loop approaches. By its very
definition, closed-loop control implics a feedback loop, in which some flow quantity is directly
sensed or estimatcd and fcd back to modify the control signal (Distcfano et al, 1990). Open loop
corresponds to the case when thcre is no fcedback loop.




A further non-standard but useful classification of closcd-loop flow control is that of
quasi-static vs. dynamic fcedback control. The quasi-static case corresponds to slow tuning of an
open-loop control approach and occurs when the time scales of fcedback arc large compared to
the time scales of the plant (i.e., flow). This approach is particularly relevant in nonlinear fluid
dynamic systems, wherc the fundamental notion of frequency preservation in a linear systcm
does not hold. The quasi-static approach was successfully uscd by Shaw and Northcraft (1998).
The usual dynamic compensation case corrcsponds to the situation when the above time scalcs
are commensurate. This can be implemented using an analog (see, for example, Williams ct al,
2000) or “real-time” digital control systems (Cattafcsta ct al, 1999). In this context, “real time”
refcrs to the situation in which the control signal is updated at the sampling ratc of thc data
system, and the actuator responds to the flow statc changes at the time scalcs of the dynamics.

1.2.2.1 Open Loop Suppression Techniques

It is impossible to include all prior rescarch; there arc numcrous other (mostly passivc)
studics that have not been included here due to sizc constraints. Somec kcy obscrvations are
discussed herc.

Sarohia and Massier (1977) studied the efficacy of steady mass injcction at the base or
floor of two different axisymmctric cavity models for both laminar and turbulent boundary
layers. While base injection was effcctive at suppressing cavity toncs, large mass flow rates
were required B, of 5-15%. The valuc of that will bc used through out this scction involves

normalizing the mass flow rate of the actuator normalized by the product of frce strecam dcnsity,
frce strcam velocity and the area of the cavity.

Sarno and Franke (1994) studied static and oscillating fences, and also steady and pulsed
injection (at 0° or 45° with respect to the frec strcam dircction) at transonic spceds near the cavity
leading cdge. Blowing coefficients B, of up to 7% were used. Whilc the static fences provided

the best suppression, the bandwidth of the mechanical fences was limited to < 220 Hz, while the
pulscd injection was < 80 Hz. These frequencies werc at Icast an order of magnitude lower than
the frequencics of the cavity tones, and thercby constituted a quasi-static or low-frequency
forcing. Nonetheless, they representcd an important stcp in the evolution of active control of
cavity oscillations, both in tcrms of approach and also the introduction of scaling laws for such
actuators.

Vakili and Gauthier (1994) obtained significant acoustic tone attenuation with steady
normal mass injcction through variable-density porous plates upstrcam of the cavity lcading edge
at Mach 1.8 using B, ~ 4%. They attributed the attcnuation to a thickening of the cavity shcar

layer and a corresponding alteration of its instability characteristics.

McGrath and Shaw (1996) subsequently studied mcchanical oscillations of hinged flaps
at frequencies up to 35 Hz over a range of subsonic and supcrsonic Mach numbers. Similar to
the Sarmo and Franke experiments, the forcing frequency was an order of magnitude lower than
the resonant tonc frequency. The static and oscillatory deflcctions were on the order of the
boundary layer thickness & and were shown to be cffective despite their limited bandwidth.




MeGrath and Shaw were the first to study the effect of a eylinder placed in the upstream
subsonie boundary layer. Beecause of the well-known shedding characteristies of a eircular
eylinder of diameter d, St= fd/U ~0.2, over a wide Reynolds number range, this deviee was

called a high-frequeney tone generator (HFTG). The eylinder was eapable of produeing
substantial reductions of both the eavity tones and the broadband. The authors attributed the
potential meehanism of the actuator to the interaction of the shed vortiees with the shear layer
instabilities. As will be diseussed later, however, there are additional possible meehanisms noted
by other investigators that influenee the suppression effeetiveness of the eylinder.

At the same time in the mid-1990’s, Ahuja and his eolleagues were investigating other
novel econtrol strategies. For example, Mendoza and Ahuja (1996) studied the effeet of a steady
wall jet on the tone produetion mechanism, using a Coanda surface. Although no mass flow
measurements were obtained, upstream boundary layer profiles showed an inereasc in & with
blowing, thereby leading to the hypothesis that the suppression was due to redueed amplifieation
of the shear layer instabilities.

Hsu and Ahuja (1996) studied the effeet of a trailing-edge array of Helmholtz resonators
(i.e., commereial syringes) on cavity noise, and they obtained some suppression at lower Mach
numbers. At intermediate Mach numbers, the resonators redueed the magnitude of the targeted
tone, but new tones appeared at other frequeneies — a phenomenon that has been observed by
many researchers. At high Mach numbers, no suppression was obtained, but the authors
belicved that the reason was likely due to the diffieulty in setting the small resonator volume
aceurately. This study is noteworthy for its attempt to eontrol eavity oseillations in the vieinity
of the acoustic souree origin near the trailing edge impingement region. Generally, actuators are
placed at the leading edge of the eavity to leverage the growth of instabilities in the shear layer.

Cattafesta et al (1997) presented the use of a six-element piezoeleetric flap array flush
mounted at the leading edge of the eavity. The bandwidth of the actuators was large enough
(~300 Hz) to provide foreing at frequeneies comparable to that of the eavity tones. Open-loop
sinusoidal foreing at a sufficient amplitude and appropriate detuned frequeney was eapable of
suppressing the cavity tone. Shear layer veloeity measurements indieated that the actuators
sceded the shear layer with a disturbance that was large enough to prevent the growth of the
natural cavity disturbances. However, the possibility of starving the growth of natural
instabilities at high subsonie and supersoniec Mach numbers is questionable, because of the large

amount of mean flow energy available (~ M i) for disturbanee amplifieation.

Shaw (1998) eontinued his study of leading-edge HFTGs, low frequency pulsed fluidie
injeetion, and oseillating flaps. While various diameter HFTGs mounted at a fixed height were
shown to be effeetive, the suppression improved as the diameter was inereased. However, the
relative height of the eylinder in the boundary layer was not reported, whieh is now known to be
an important parameter. Shaw also diseussed two potential mechanisms of the HFTG: (1) high
frequeney foreing due to shedding and (2) redueed shear layer growth rates due to boundary
layer thickening.

Resealing Shaw’s pulsed blowing results show that they are eonsistent with prior results,
sinee B. values of a few pereent were required to suppress the tones. However, no spectra were

reported to assess the impaet of blowing on the broadband noise. Interestingly, the tone




amplitude continued to decrease as the pulse frequency of the injcctor reachcd its upper limit of
100 Hz. Furthermorc, normal injection was shown to bc superior to tangential blowing.

The oscillatory flap frequency in Shaw’s cxperiment was varied from 0-100 Hz and
provided maximum suppression at 5 Hz. A monotonic improvcment (rcduction) in unstcady
pressure level occurred as the dynamic deflection angle increased to its upper limit,
corresponding to a dcflection of order 6. However, the increase in ¢ for a full-scale aircraft led
Shaw to conclude that this approach (low frcquency, large amplitude, open-loop forcing) was not
feasible for a full-scale aircraft.

In 1999, thrcc new approaches were reported. Fabris and Williams (1999) uscd unsteady
bleed (zero-nct mass-flux) forcing to produce a broadband actuator capable of producing a
complex input disturbance comprised of multiple frequency components. They demonstrated
that the shcar laycr was most receptive to horizontal or tangential forcing via shear layer velocity
measurements, in contrast to the results of Shaw (1998).

Lamp and Chokani (1997) used a rotary valve actuator to provide stcady and/or
oscillatory blowing upstrcam of the cavity leading cdge at a particular pulsing frequency. Their
actuator configuration emphasized threc-dimensional effccts and showed that oscillatory blowing
can rcducc tone amplitudes provided the forcing frequency is not a harmonic of the cavity
resonance.

Raman et al (1999, 2004) used novel miniature fluidic oscillators to supprcss cavity
oscillations. These devices were capable of producing up to 3 kHz oscillations with mass flow
rates of lcss than 0.12% of the main jet flow and produced significant tonal reductions.
However, the mass flow rate and frcquency of oscillations are coupled (albeit in a predictable
fashion). Whether the steady mass addition or the unstcady oscillations wcre responsible for the
sound suppression could not be detcrmined. This is a key unresolved issue and, as emphasized
in Rowley and Williams (2006), independent control of thc mcan and oscillatory components is
rcquired.

Stanck ct al (2000, 2002 and 2003) rcportcd on a series of larger-scale experiments
conducted in the United Kingdom over the past few years. In the first experiment rcported in
2000, they investigatcd powered resonance tubes, protruding piezoceramic driven wedgces, a
cylindrical rod, and passive resonance tubes vs. a conventional spoiler. An interesting result was
that the powcred resonance tubes demonstrated significant tonal and broadband reduction when
B, ~ 1.6%. The result was termed a successful demonstration of high frequency forcing

(defined as a frequency that is very large compared to that of the cavity tones).

A follow-on study rcported in 2002 investigated powcered and unpowcered resonance tubes
(in which the resonator tubes were blocked to inhibit high frcquency excitation), and microjcts
vs. various other devices. While the powered resonance tubes werc redesigned to reduce their
mass flow rcquirements, optimal suppression still required B. ~ 0.6%. The unpowcred

resonance tubes consistently provided thc best suppression, indicating that thc primary
suppression mechanism of these devices is not just duc to high frequency forcing but is also
influenced by the steady blowing component. The results also introduced microjet blowing, and
showed that vertical blowing is rcquircd for these devices to be successful in this application.

Stanek ct al (2003) offered a new explanation for the high-frequency forcing cffect. The
intrinsic idea was that high frequency forcing alters the instability characteristics such that the




growth of large scale disturbances is inhibited or prevented. They hypothesized that the
mechanism was a decelerated energy cascade in contrast to the findings of Wiltse and Glezer
(1998).

In 2003, Stanck et al. reported various aspeets of the eylindrieal rod in erossflow. They
studied the vertical position of the rod H/J in the boundary layer, its relative size d/d,
installation issues, and end conditions. They recommended an optimal loeation as eentered at the
edge of the boundary layer and an optimal size of d/§ =2/3. They argued that their results

conelusively demonstrate that the suppression is due to high frequency foreing via vortex
shedding from the eylinder. Additional arguments have also been provided that diseuss the loeal
stabilization of the shear layer via high frequency forcing. While the eylinder elearly affects the
mean flow and its stability characteristics, there are other important faetors that cannot be
ignored, including experimental evidence presented by Ukeiley et al (2004) and the numerical
simulations of Arunajatesan et al (2003) which indicate that the cylinder ean also lift the shear
layer and cause the impingement region to be altered. If the shear layer impingement loeation is
indeed altered, then the source strength is presumably affected.

It is clear that these studies provide insuffieient information to sort out these different
physical mechanisms. To do so requires confirmation in the form of detailed experiments,
analysis, and validated simulations to determine the mean veloeity profile and subsequent shear
layer instability characteristies for various high frequency deviees.

There arc a few other studies involving steady and/or pulsed blowing that have provided
physieal insight or have shown promising results. Bueno et al (2002) used an array of six fast-
response (~3 ms) miniature jets mounted upstrcam of the leading edge to study the effeets of
normal injection on a Mach 2 cavity flow. They used instantaneous and ensemble-averaged
pressure time histories and cross correlations to study the effeets of single short and long cyelical
pulses (50% duty eyele), the latter with relatively low foreing frequeneies (50 or 80 Hz)
compared to that of the tones. They eompared their pulsed results to steady blowing with B =

0.28%, 0.24%, 0.18%, and 0.16% at L/D=5, 6, 8, and 9, respectively, and concluded that
eontinuous mass injection is more cffective for suppression than low frequeney pulsed blowing.

Ukeiley et al (2003) used an array of eight powered whistles mounted in the forward
cavity wall as flow eontrol actuators. These deviees essentially produee a high frequeney tonal
oseillation superimposed on a steady jet. The jet is direeted in the downstream direetion but has
a slight vertical velocity component. The authors studied the novel use of different injection
gases (heated air, nitrogen, and helium) with and without the high frequeney “whistle”
component. The best sound suppression results were obtained using steady helium blowing (no
high frequency component) with very low B = 0.09%. The suppression mechanism requires

further study, but sample Particle Image Velocimetry (PIV) images and cross correlations of
pressure-time histories suggest that the injection alters the impingement region and disrupts the
acoustic feedback loop. Their results also highlight the nced to rigorously study high frequeney
forcing effects isolated from the mass flow injection from the actuator.

Zhuang ct al (2003) investigated the use of a vertically directed mierojet array mounted
upstream of the cavity leading edge. The microjets had a 400 “m diameter and produced sonie

jets that interact with the upstream boundary layer. The authors show how, at Maeh 2, the
microjets alter the cavity shear layer thickness and the reeeptivity process, introduce streamwise
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vortieity, and alter the shear layer trajectory and the resulting impingement region. Signifieant
tonal and broadband suppression levels were achieved with B as low as 0.15%, which is

significantly lower than the mass injection required in other studies using stcady blowing.
Highcr levels of B, produeed no significant improvement.

Colleetively, the blowing results described above indieate that manually optimized steady
blowing configurations with B. < 0.2% ean be effeetive supprcssion deviees. At subsonie

speeds the primary meehanisms appear to be an alteration of the shear layer stability
charaeteristies, the introduetion of streamwise vortieity, and shear layer impingement location.
While thesc arc also important at supersonie speeds, shoek wave/boundary layer interactions at
the upstream cavity edge and the ensuing shear layer trajeetory alteration appear to be additional
faetors that should be considered.

It is intcresting that when all of the available blowing data is expressed using the blowing
coeffieient definition of Vakili and Gauthier (1994) one finds that the evolution of steady
blowing tcchniques has reduced the effective (not neeessarily optimal) B from O(10%) by two

orders of magnitude down to O(0.1%).

High frequeney exeitation, whether it is passive or aetive, appears promising for both
tonal and broadband suppression. However, the responsible meehanisms require further study.
There i1s ample evidenee that high frequeney foreing alters the mean flow. As a result, the shear
layer stability charaeteristies are altered and, in some eases, the trajectory of the shear layer is
modified. When the impingement loeation is altered, the strength of the aeoustie souree is
redueced and the broadband noise level deereases. To date eclosed-loop control produees
comparatively little change in the mean flow properties and, as sueh, has only been shown to be
effeetive for tonal control.

1.2.3 Closed Loop Adaptive Control Approaches

Active feedbaek flow control has been applied to thc flow-indueed eavity oscillation
problems over approximately the past 20 years. The elosed-loop eontrol approachcs have
advantages of redueed encrgy consumption (Cattafesta et al. 1997), no additional drag pcnalty,
and robustness to parameter ehanges and modeling uneertainties. In general, elosed-loop flow
eontrol measures and feeds back pressure fluctuations at the surface of the cavity walls (or floor)
to an actuator at the cavity leading edge to suppress thc eavity oseillations in a elosed-loop
fashion.

In general, past active control stratcgies have taken one of two approaches for the
purposc of reducing cavity resonance. First, they can thicken the boundary layer in order to
reduce the growth of the instabilities in the shear layer. Alternatively, they ean be used to break
the internal fcedback loop of the eavity dynamies. Most closed-loop schemes exploit the latter
approach. Early closed-loop control applieations used manual tuning of the gain and delay of
simple feedback loops to suppress resonanee (Gharib et al. 1987; Williams et al. 2000a,b).
Mongeau et al. (1998) and Kook et al. (2002) used an aetive spoiler driven at the leading edge
and a loop-shaping algorithm to obtain signifieant attenuation with small actuation effort.
Debiasi et al. (2003, 2004) and Samimy et al. (2003) proposed a simple logic-based eontroller for
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closed-loop cavity flow control. Low-order model-based controllcrs with diffcrent bandwidths,
gains and time delays have also been designed and implemented (Rowley et al. 2002, 2003,
Williams et al. 2002, Micheau et al. 2004, Debiasi et al. 2004). Linear optimal controllcrs
(Cattafesta et al. 1997, Cabell et al. 2002, Debiasi et al. 2004, Samimy et al. 2004, Caraballo ct
al. 2005) have been suecessfully designed for operation at a single flow condition. These models
are all based on reduced-order system models, and most of these controller design methods are
based on model forms of the frequency response function, rational discrete/continuous transfer
function, or state-space form. However, the coefficients of these model forms are assumed to be
constant, and this assumption requires that the system is timc invariant or at least a quasi-static
system with a fixed Mach number.

Although the physical models of flow-induced cavity oscillations have been explored
extensively, they are not convenient for control realization. This i1s because these models are
highly dependent on the accuracy of the cstimated internal statcs of thc cavity system. In
addition, cavity flow is known to be quite sensitive to slight changes in flow parameters. So a
small change in Mach number can deteriorate the performance of a single-point designed
controller (Rowley and Williams 2003). Therefore, adaptive control is certainly a reasonable
approach to consider for reducing oscillations in the flow past a cavity. Adaptive control
methodology combines a general control strategy and system identification (ID) algorithms.
This method is thus potentially able to adapt to thc changes of the cavity dimension and flow
conditions. It updates the controller parameters for optimum performance automatically.

Two distinct loops are typically observed in the controller using this method. The outer
loop is a standard feedback control system comprised of the process block and the controller
block. The controller operates at a sample rate that is suitable for the discrete process under
control. The inner loop consists of a parameter estimator block and a controller design block.
An ID algorithm and a spccificd cost function are then used to design a controller that will
minimize the output. The steps for real-time flow control include: (i) Use a broadband system
ID input from the actuator(s) and the measured pressure fluctuation output(s) on the walls of the
cavity to estimate the system (plant and disturbance) parameters. (i1) Design a controller based
on the estimated system parameters. (iii) Control the whole system to minimize the effects of the
disturbance, measured noisc, and the uncertainties in the plant.

Based on this adaptive control mecthodology, somc adaptive algorithms adjust thc
controller design parameters to track dynamic changes in the system. However, only a fcw
researchers have demonstrated the on-line adaptive closed-loop control of flow-induced cavity
oscillations. Cattafesta ct al. (1999 a, b) applied an adaptive disturbance rejection algorithm,
which was based upon the ARMARKOV/Toeplitz models (Akers and Bernstein 1997;
Venugopal and Bernstein 2000, 2001), to identify and control a cavity flow at Mach 0.74 and
achicved 10 dB suppression of a single Rossiter model. Other modes in the cavity spectrum
were unaffected. Insufficient actuator bandwidth and authority limited the control performance
to a single mode. Williams and Morrow (2001) applied an adaptive filtered-X LMS algorithm to
the cavity problcm and demonstrated multiple cavity tone suppression at Mach number up to
0.48. However, this was accompanied by simultaneous amplification of other cavity tones.
Numerical simulations using the least mean squares (LMS) algorithm were shown by Kestens
and Nicoud (1998) to minimize the output of a single error sensor. The reduction was associated
with a single Rossiter mode, but only within a small spatial region around the crror sensor.
Kegcrise et al. (2002) implemented adaptive system ID algorithms in an experimental cavity
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flow at a single Mach number of 0.275. They also summarized the typical finitc-impulsc
response (FIR) and infinite-impulse response (IIR) based system ID algorithms. They concluded
that the FIR filters uscd to represent the flow-induced cavity proccss werc unsuitable. On the
other hand, IIR models were able to model the dynamies of the cavity system. LMS adaptive
algorithm was more suitable for real-time control than the recursive-least square (RLS) adaptive
algorithm due to its reduced computational complexity. Recently, more advanced controllers,
such as direct and indirect synthesis of the neural architectures for both systcm ID and control
(Efc et al. 2005) and the generalized predictive control (GPC) algorithm (Kegerisc et al. 2004),
have been implemented on the cavity problems.

From a physical point of view, the closed-loop controllers have no effcct on thc mean
veloeity profile (Cattafesta et al. 1997). However, they significantly affect streamwisc velocity
fluctuation profiles. This control effect climinatcs the strength of the pressure fluctuations
related to flow impingement on the trailing edge of the cavity. Although closed-loop control has
provided promising results, thc peaking (i.e., generation of new oseillation frequencics), peak
splitting (i.c., a controlled peak splits into two sidebands) and mode switching phenomena (i.c.,
non-linear interaction betwcen two different Rossiter frequencies) oftcn appear in active closed-
loop control experiments (Cattafesta et al. 1997, 1999 b; Williams ct al. 2000; Rowley et al. 2002
b, 2003; Cabell et al. 2002; Kegcrisc et al. 2002, 2004a).

Explanations of these phcnomena are provided by Rowley et al. (2002b, 2006), Banaszuk
et al. (1999), Hong and Bernstein (1998), and Kegerise ct al. (2004). Rowley et al. (2002b,
2003) concluded that if the viewpoint of a linear model was correet, a elosed-loop controller
could not reducc thc amplitude of osecillations at all frequencies as a consequence of the Bode
integral constraint. Banaszuk et al. (1999) gave explanations of the peak-splitting phenomenon.
They claimed that the peak splitting effect was caused by a large dclay and a relativcly low
damping coefficient of the open-loop plant. Cabell et al. (2002) explained these phenomcna by
the combination of inaccuracies in the identified plant model, high gain controllers, large time
delays and uncertainty in system dynamics. In addition, narrow-bandwidth actuators and
controllers may also lead to a peak-splitting phenomenon (Rowley et al. 2006).

Hong and Bernstein defined the closed-loop system disturbance amplification (peaking)
phenomenon as spillover. They illustrated that the spillover problem was caused by the
collocation of disturbance source and control signal or the collocation of the performance and
measurement sensors. For this reason, the reduction of broadband pressure oscillations was not
possible if the control input was collocated with the disturbance signal at the leading edge of
cavity. Therefore, Kegerise et al. (2004) suggested a zero spillover eontroller which utilized
actuators at both the lecading and trailing edges of the cavity for closed-loop flow econtrol.

Objectives

There were several objectives of this study which were;

. Develop methodology that will allow for the study of time dependent featurcs.

13




o Formulate an approach that can utilize time dependent velocity and density field
information to investigate the sources of the large fluctuating pressures observed in
cavities.

. Develop a tool that ean be used for quantitatively asses the density field that ean
be used in aceordanece with the estimation procedure.

o Refine and apply a closed loop flow control stratcgy to dcmonstrates the
effeetiveness

° Conduct studies to examine the differences in the flow strueture between natural
and effeetively eontrolled flows

1.4 Layout of this Document

In this doeument we will discuss our aceomplishments during the course of this AFOSR
grant all of which are pieces that will allow for us to efficiently reduee the surface pressure
fluctuations in open cavities in supersonie flows. The remaining parts of the document contain a
chapter on each one of these pieces. Chapter 2 presents the methodology and application for the
estimation of the time dependent vcloeity field based on surface pressure. Additionally we will
present a method for method of integrating the velocity field with Poisson’s equation to caleulate
the different components of thc sources of the fluctuating surface pressurc. In Chapter 3 data
acquired in both a controlled and uncontrolled Mach 1.5 flow over an open cavity is analyzed
with the Proper Orthogonal Decomposition to evaluate similarities in the flow structure. Chapter
4 demonstrates the “state of the art” in adaptive flow control for surface pressure reduetions in
flow over a cavity along with a zero net mass flux actuator. In Chapter 5 we present the
development and application of optical deflectometry which in the future ean be used in
conjunction with synchronous surface pressure fluetuation measurements for the time dependent
flow field estimation procedure.




2 Estimation of Time Dependent Phenomena

2.1 Methodology

Redueed order deseriptions are needed to describe eomplex flows, like that over a cavity,
so that the underlying physical mcehanisms can be interpreted. Over the past decade,
methodologies for estimating low dimensional deseriptions of a time-resolved flow field using
boundary information have proven to be instrumental in fluid dynamics. Some of the more
promising methodologies are rooted in large scale turbulent structure detection techniques such
as Stochastie Estimation (Adrian 1975) and the Proper Orthogonal Decomposition (Lumley
1967).

The Proper Orthogonal Deeomposition (POD) is a mathematieally unbiased technique for
decomposing a flow field into an orthonormal basis set which is optimal in a mean square sense.
This basis set is found from the solution of the following integral eigenvalue problem,

[ R (5%)g (#)dt'=2"¢ (%) (2.1)

where A is the eignevalue and represents the weight of each given mode and ¢ are the orthogonal
cigenfunctions whieh represent the spatial distribution of the basis set. The kernel Rj; is the two-
point spatial-correlation tensor and can be formulated for sealar or veetor flow properties sueh as
the density and velocity fields that will be discussed below. Hilbert-Schmidt (see Holmes et al.
1996) theory specifies that there is a denumerable set of the eigenmodes that are orthonormal,
and that the instantaneous field, in this example veloeity, can be represcnted as a linear
combination of the product of time dependent coefficients with spatial basis funetions

W (%,6)=>a"(t)¢" (%) 2.2)
where the expansion coefficients are ealeulated from

a (1) =[u (%.1) ¢ (%)dt. (2.3)
Q
In order to obtain the time dependence of the expansion coefficients, the approach
requires that the time-resolved instantaneous field is known at all spatial locations
simultaneously to solve the integral in equation 2.3. This condition is not usually met in
cxperiments, and one must use alternative methods, such as the Stochastic Estimation or low
dimensional models based on Galerkin projections (Ukeiley et al. 2001) to determine the time
dependence of the expansion coefficients.

The use of Stochastic Estimation eombined with the POD has been termed
“modified Stochastic Estimation” (mQSE) in the literature and has been used extensively for
studying the time dependent features of subsonic cavity flow (Ukeiley and Murray 2005 and
Murray and Ukeiley 2007). Perhaps one of the most important and novel features of the
application in those studies was the use of the surface pressure as the estimation condition. In
particular, sinee time-resolved pressure measurements are readily obtained, this results in a time-

resolved estimate of the low-dimensional veloeity field. The estimation can be written as
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a(y={a"(n| p, ) (2.4)

which states that the POD expansion cocfficient is estimated given statistical information about
its relationship to the surface pressure at scveral locations k. Just as with the formulation of the
conventional stochastic estimation procedure, the cstimated POD expansion coefficient can be
written in a series expansion as

a'(t)= A,p,()+ B, p,(1)p, (1) 2.5)

which has been truncated at the quadratic term (see Murray and Ukeiley 2003 for a validation).
Minimizing the mean-square error between the estimated and true expansion coefficient results
in a matrix equation

[c]=[P]"[¥] (2.6)

where the matrices represent the various correlations between the surface pressure with itself and
the surface pressure with the POD expansion coefficients and their explicit definitions can be
found in Murray and Ukeilcy (2007). Finally, the time dependent estimated velocity field can be
reconstructed solving equation 2 with the solutions from equation S.

Figure 1 summarizes the cstimation proccdure that is used to obtain the time
dependent low-dimensional deseription of the cavity flow ficld. The top of this figure
demonstrates that onc starts from time resolved surface pressure data and independent snapshots
of either the velocity or density fields. Then, through the equations described above, onc
estimates a low-dimensional representation of these fields as depicted by the dashed red lines in
the bottom part of the figure.

Wall Pressure Measured PV

Data Velocity or
Schlieren Data

| | | | | | Thva

Estimated Velocity
and Schlieren Fields

HE s

Wall Pressure

Estimation~__ |:
Condition

Figure 1: Flow Chart of Time Dependent Estimation Procedure.

It can be noted that in the formulation above we are using a static estimator of the flow
field. However in the applications discussed below, the array of surfacc pressure sensors spans
the whole domain of interest, which overcomes the nced to aceount for conveetion in the flow
field. However, we will present work below that uses a dynamie estimator of the surface
pressure to incorporate memory effects.
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2.2 Application

There were two sets of pressure data utilized in performing the mQSE. The first set,
Pi(t), arc the pressure values associated with the 6=1 to M snapshots of the flow field. These
values are used to ealeulate the corrclations necessary to compute the estimation coefficients. If
Pi(to) is then reused to estimate the vcloeity field at every 0, the estimation effectively attempts
to reconstruct the PIV data. This allows the estimated flow field and single-point statisties to be
compared with the original data. The second set of pressure data, Py(tg), represent 6=1 to N
time-resolved pressure measurements sampled at 90 kHz. This data was used to cstimate the time
dependence of the flow using the mQSE. The results of this estimation are presented for several
free stream Mach numbers. For all the estimates, the mQSE is applied only to the fluctuating
quantities.

Evaluation of the Velocity Estimation

Based on the results from the Gappy POD to the experimental data set used here (sce
Murray and Ukeiley, 2007), only the first 8 POD modes were used in the mQSE to estimate the
veloeity field. The fraction of the total kinetic encrgy rcpresented by these first 8 POD modes
can be calculated by summing over the respective eigenvalues. At each Mach number, the first 8
POD modes account for approximately 50% of the total energy. Therefore, in order to match the
kinetic energy present in the original data, the estimated veloeity fluctuations were scaled up by
the reciproeal of the include energy fraction. For example, if 8 modes represented 49% of the
total energy, the estimated veloeity fluctuations werc scaled up by a factor of 2.04.
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Figure 2: Comparison of the turbulence intensities between the PIV data and the mQSE
estimation of the flow field for Mach 0.58: (a), (¢), & (¢) are streamwise turbulenee intensity and
(b), (d), & (f) are wall-normal turbulence intensity. (a) & (b) are from the PIV data, (¢) & (d)
were caleulated from an 8 mode POD reconstruction of the PIV data, and (¢) & (f) are from the
mQSE estimation.
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Figurc 2 compares the streamwise and wall-normal turbulcncc intensities resulting from the
mQSE estimation with the statistics of the original PIV data. Plots (a) and (b) show the
turbulence intensities for the PIV data. In plots (c) and (d), the statistics were calculated for the
PIV data after first reconstructing the snapshots using the first 8 POD modes. Plots (¢) and (f)
show the statistics calculated from the mQSE estimation of the PIV data. The contour lcvels
show gcneral agreement in both structure and magnitude bctwceen the original data and the
mQSE estimation. Similar results wcre obtained for the other Mach numbers. A qualitative
cvaluation of the estimate is presented in figure 8 where a PIV snapshot taken from the Mach
0.58 data set is cstimated using the associatcd pressure measurements plotted at the bottom of the
figure. Plot (a) shows the original PIV data, and plot (b) shows an 8 mode POD reconstruction of
the same snapshot. In plot (c) this snapshot has becn cstimated with the mQSE using the prcssure
distribution in plot (d). In all the plots of the flow field, the contours which outline the spanwise
vorticity have the same magnitudes and the vectors are plotted using the same refercnce length.
The validity of thc choscn scaling parameter (based on the percentage of energy included in the
first 8 POD modcs) is demonstrated bccause the strength of thc spanwise vorticity in (c)
compares more favorably with the original PIV data 1n (a) than the 8 mode POD reconstruction
shown in (b). However, the structure of the vorticity ficld in (c) is very similar to that in (b)
which demonstrates the filtering that results from using only the first 8 POD modes in the
mQSE.

Time Dependent Estimation of the Flow Field

The results presented in this section demonstrate the temporal dynamics of the flow field
estimatcd using the mQSE. The main focus here is the comparison between the flow ficld
dynamics and the instantaneous surface prcssure loads which are shown along with cach
realization of the flow.

Each figure in this section shows ninc¢ consccutivc realizations of the flow ficld. They arc
arranged such that timc proceeds from top-to-bottom and left-to-right in each figurc starting at t,
and following at the noted intervals. The wall-pressure distribution is plottcd directly below each
image of thc flow field using a bar-chart with a connecting spline curvc. The discussion that
follows also takes into account observations made by examining extended time-serics
animations.

Figure 3 through Figure 7 show the temporal evolution of the velocity field estimated
using thc mQSE. Contours of clockwise rotating spanwise vorticity arc also shown in the plots.
Figure 3 shows the mQSE results for the Mach 0.19 flow. Examination of the estimated time-
scries does not demonstrate a clear downstream propagation of structures in the shcar layer (a
downstrcam motion could only be noticed sporadically). Additionally, the surface pressure loads
do not exhibit a clear wave-like structure. Howevcr, it is evident that increases in the wall
pressurc on thc cavity floor occur below regions where the shcar-layer streamlines are curved
away from thc cavity while decreases in the pressure accompany curvatures toward the cavity.
The stream-traccs, which wcre plotted using Tecplot’s built-in utility, demonstratc the prevailing
motion that occurs in the flow: The circulation region inside the cavity oscillates back and forth
without any clcar periodieity. Likewisc, the aft-wall pressure loads, which are larger than at any
other measurement location, were found to oscillate from large ncgative to large positive without
a wcll-defincd rcgularity. However, it did appear that the aft wall pressure was related to the
shear layer streamlines either stagnating on or lifting over thc aft wall. Figure 4 shows very




similar rcsults for the Mach 0.29 flow. At this Mach number the shear layer still shows
intermittent patterns of downstream propagating struetures. In contrast to the Mach 0.19 flow,
this intermittency is increased which explains the presence, whilc small in magnitude, of Rossiter
tones in the mcasured spectra. This demonstratcs the onset of well organized cavity flow
oscillations that will become wcll defined at Mach 0.39. These results suggest that fully
developed oscillations become sustained for the current configuration around Mach 0.3.
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Figure 3: mQSE estimation of thc Mach 0.19 cavity flow, At = 44us. Contours outlinc
arcas of large negative spanwise vorticity. Streamtraces wcre plotted using Tecplot’s streamtrace
utility. Pressure values are in psi and plotted at their respeetive x/D location.
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Figure 4 : Estimation of Mach 0.29 cavity flow: At = 33ps.

Figure 5: Estimation of Mach 0.39 cavity flow: At =22ps.
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Figure 7: Estimation of Mach 0.73 cavity flow: At = 11ps.
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Figure 5, Figure 6 and Figure 7 show the results for Maeh 0.39, 0.58, and 0.73
respeetively. Here, the stream-traces have been removed beeause the formation and downstream
propagation of spanwise vortex struetures is elearly evident as shown by the eontour lines. In
each figure, a strueture is labeled as A and followed as it moves downstream through the shear
layer. The loeation of the strueture 1s always aceompanied by a negative pressure fluetuation on
the eavity floor below it. The dominanee of a partieular Rossiter mode is observed in these
figures by notieing the number of struetures that oeeupy the shear layer at any instant. At Mach
0.39, there are generally two struetures with a third either forming or passing over the aft wall.
This 1s eonsistent with Rossiter mode 3 whieh was shown to be dominant at this Maeh number.
Similarly, at Maeh 0.58 and 0.73, there is generally only one strueture with another being either
formed or interaeting with the aft wall. This is eonsistent with Rossiter mode 2 whieh is the
dominant mode for these Maeh numbers. The estimated temporal evolution of the higher Mach
numbers demonstrates the relationship between the vortex struetures and the aft-wall pressure
loads. Positive pressure fluetuations oeeur just after a vortex strueture has passed over the aft
wall and the shear layer is then pulled into the eavity by the eireulation of the approaching
vortex. This eauses the shear layer to impaet the aft wall and stagnate there. Then, as the
approaching vortex reaches the aft wall it brings the low pressure at its eore along with it while
also deflecting the shear layer over the aft-wall resulting in a deerease in the pressure.

2.3 Source Identification

2.3.1 Methodology

An explieit equation for the pressure in terms of the veloeity ean be written for the
ineompressible flow by taking the divergenee of the momentum equation and eliminating terms
using the eontinuity requirement. The result 1s Poisson’s equation:

vip = —i=———0Ll 2.7)

Taking eues from the work by Kraiechnan (1956) the above equation ean be integrated to give the
instantaneous pressure, P(x, t), at a point, X, on a solid surfaee:,

U (7,1)U;(7.t) d*g

- Po
P(%.t) =2— .
(2:1) or,0r,  |T 7

T T4m

(2.8)
y2>0

where the integration is earried out over the positive half-plane (y, > 0) where the flow exists and
a multiplieative faetor of 2 is ineluded so that the flow (souree region) is effectively mirrored
aeross the bounding surfaee.

Setting x = 0, defining r = |x—y|, and performing a double partial integration on the
double divergenee of the veloeity produet yields
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The term Qj; is the classic form for a traceless tensor and drops off rapidly with 1/r. If the cross-

stream velocity, Us, is zero, five of the nine terms in Q;R;; are eliminated which simplifies the
integral:
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With Us; = 0, the quadrupole becomes aligned with the streamwise direction and inclined by 45
degrees to the horizontal. Howcver, this does not completely remove the dependence of the
calculatcd pressure on the cross-stream coordinate, ys, because it is still included in the distance
r’. Figure 8 shows Qj; plotted relative to the physical dimensions of the cavity showing the
oricntation and extent of the quadrupole for a calculation of the surfacc pressure at the center of
the cavity floor. The figure demonstrates how fast the magnitude drops of with 1/r° and shows
that the effects of thc end walls will be negligible for locations near the center of the cavity.
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Figure 8: Depiction of the quadrupole Qij plotted relative to the physical dimensions of
the rectangular cavity. Flow would be in the positive strcamwise dircction. The position of the
quadrupole in the cavity is appropriate for calculating the surfacc pressure at the center of the
cavity: (a) shows the full 3-dimensional extentand orientation of the quadrupole in the cavity for
U3 =0, (b) shows a 2-D slicc along the cavity centerline.
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Decomposing the pressurc and velocity into mean and fluctuating components allows
cquation (2.7) to be written for the fluctuating pressure,

(-)2

D
V= ~Por, or,

(U u; + U, i + Uity — u,,uJ) @11
1 2

dependent on velocity source terms that are linear (1) and non-linear (2) with respect to the
fluctuating velocity. This fluctuating pressure can be directly compared to the signals measured
during the experiments using the wall-mountcd pressure transduccrs. The integration in equation
(2.10) can be applicd separately to the linear and non-linear terms in equation (2.11). This allows
an estimatc of the pressurc fluctuations associated with the mcan-shear, pms, and turbulence-
turbulcnce, py, contributions to bc computed separately and compared:

Pons (1) "0 3 A:8,A. 24010 + B + Uai) +20T5i),  2.120)

n.m.>

Pre(nle) = g—;’r Z ArAyA: [A(fn i —urwn) + Byt — urz) + Clizite — W2u3)). (2.12b)
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The coefficients, A, B, and C, are defined in equation (2.10), and the mQSE estimated vclocity
fluctuations, u;, provide time-dependent data for the calculation of the pressure fluctuations. Note
that the mcan quantitics, U; and uju; , are computed dircctly from the PIV data and not from the
mQSE estimation results.

In (2.12), the integration from (2.10) has been replaced by a summation with weights, Ax,
Ay, and Az for a trapczoidal approximation. In the strcamwise and wall-normal directions, the
spatial resolution of the PIV data dictates that Ax = Ay = 0.8 mm. The variation of the
quadrupole in the spanwise direction must be accounted for; however, velocity data was
mcasured (and thercfore estimated) in a planc at only a single spanwise location (on the
centerline). Therefore, for the purposes of this calculation, the veloeity field was assumed to be
homogeneous in the spanwise direction such that Ui(y3) = Uj(y’3). This is not a valid assumption
in terms of the flow physics, but it was used here out of necessity to carry out the calculation in
(2.12). Finally, thc width of the cavity was segmented into 10 cqual parts such that Az = 5.08
mm, and the velocity field was assumed to be the same in each spanwise segment.

Equation (2.12) was used to calculate pys and py at the floor locations where the pressure
fluctuations were measured during the cxperiment. The contribution of the lincar and non-linear
sources can be summed to give an estimate of the total fluctuating pressure load, p(nAt) =
Pmsk(MA)+puk(nAt).  This allows a direct comparison betwecn the estimated and measured
pressure loads for the same instants in time.

2.3.2 Source Identification Application

Figurc 9 and Figure 10 show the time history of the mcasured cavity floor pressurc loads
at Mach 0.19 and 0.73 compared to the estimated fluctuations calculated from equation (16). In
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cach figure, time has been normalized by the convection velocity, 0.57Uiqg, and the cavity length,
L, such that T= 0.57Ui,t/L. The results from these two Mach numbers are representative of all
the Mach numbers studied here. At each Mach number, the measured pressure loads exhibit a
predominant downstream propagation that occurs over a single cycle. This downstream motion
becomes morc dominant at the higher Mach numbers with a more pronounced pcriodicity and is
represcnted well by the estimated pressure loads. Compared to pys and py, only the mean-shear
contribution to the pressure loads exhibits this samc downstream propagation and periodicity.
This observation suggests that the resonant features of the cavity are primarily relatcd to the
mean-shear contribution to the pressure loads.
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Figure 9: Time history of the estimated wall-pressure loads at Mach 0.19: (a) mcasured
values used to calculated thc estimated velocity field, px(nAt); (b) estimated pressure
fluctuations, px(nAt); (c) estimated contribution to the pressure from the mean-shear component,
Pmsx(NAt); (d) estimated contribution from the non-linear component, pyx(nAt). The time has
becn normalized such that 1= 0.57U;nt/L. Contour range is+0.08 psi and black is negative.
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Figure 10: Timc history of the estimated wall-pressure loads at Mach 0.73: (a) measured
values used to calculated the estimated vclocity ficld, px(hDt); (b) estimated pressure
fluctuations, px(hDt); (c) estimated contribution to the pressurc from the mean-shcar component,
Pmsx(hDt); (d) estimated contribution from the non-linear component, pyx(hDt). The time has
been normalized such that t= 0.57Ujst/L. Contour range is+0.08 psi and black is negative.

Figures 7 through 9 show the auto-spectral density of the measurcd pressurc loads on the
cavity floor compared to the spcctra of the estimated pressurc fluctuations and thc contributions
of thc mcan-shear and non-linear vclocity sources. The onc-sided auto-spectral density plotted in
the figurcs, G(CAr ), was calculated as

Gi(CAr) = 2(pr(CAf)PR(CAf)) /Af (2.13)
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where pi(CAr ) 1s a 1024 point FFT of the pressure, p* denotcs the complex conjugate, and <->
denotes cnsemble averaging over the 16 blocks of data. Results for Mach 0.19, 0.39 and 0.73 arc
shown and represent the same features found in the results at Mach 0.29 and 0.58.

The estimates p> and p;2 both under-predict the magnitudcs compared to the measured
pressure spectra. This is most likely related to neglecting the cffect of the end walls but could
also be influenced by thc limited extent of the PIV data. Nevertheless, thc estimated pressure
spectra still cxhibit the resonant features at thesec measurement locations.

The broadband levels (particularly for the non-lincar contribution) tend to be rclatively
flat and arc often larger than that of thc measured values at the higher frequencies. This is likely
a rcsult of the uncertainty in the PIV data. Assuming that the integration of cquation (2.12)
causcs random error to have little rclevance, the bias uncertainty in the PIV data becomes the
primary source of error for the pressure calculation. Given a bias unccrtainty of approximately
0.4 m/s with 1200 samples of the veloeity in the PIV data, the pressure calculation could be
effected by as much as (0.4m/s/1200°°) - 420Pa - s/m = 4.8Pa which is approximately 107 dB
referenced to 20 pPa. Although this is not an exact treatment of the uncertainty, it demonstrates
that the uncertainty in the PIV data is on the order of the broadband levels in the calculated
pressure spectra. This creates a kind of background noise floor for the estimated pressure spectra
which would have a larger effect at the lower Mach numbers when the overall magnitudes of the
pressure fluctuations arc smaller than the higher Mach numbers.

In some instances, the estimated pressurc exhibits a pcak in the spcctra that is absent in
that of the mcasured pressure or vice versa. There is no clear explanation for this phenomenon at
this time. However, it is possibly the result of thc estimated pressurc fluctuations being
completely dependent on the velocity ficld without taking into account the effects of the cavity
acoustics, scattering, or other similar factors which are known to be important in this type of
problcm. Nevertheless, the analysis still shows a clear distinction betwcen the features of the
lincar and non-linear sources for the pressure loads. Most importantly, the results demonstrate
that the mean-shcar or lincar contribution to the pressure fluctuations carries the resonant
features of the measured pressurc loads. The non-linear contribution is primarily broadband in
naturc and does not exhibit any of the dominant Rossiter mode features. In most cascs, the mean-
shear contribution even matches thc magnitudes of the pcaks in the measured spectra. Even at
Mach 0.19, where a resonance does not clearly present itself, thc mcan-shear contributions
matches the broad rise in cnergy at the lower frequencies below 1500 Hz. Thereforc, the resonant
features of the cavity are reflected predominately in the mean-shear contribution from Poisson’s
equation. These results suggest that a successful cavity resonance control strategy would modify
the mean-shear characteristics of the shcar-layer. This is in agreement with the host of leading
edge devices used in cither a passive or active sense to control cavity flows that havc been
studied by many authors as rcviewed by Rowley & Williams(). The fact that the turbulence-
intcraction featurcs of the shear-layer arc not associated with the cavity resonance may help
determine why some control strategies function more favorably than others.
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Figure 11: Auto-spectral density of the 11 floor mounted pressure measurements
compared to thc estimation results and the contributions from the mcan-shear and non-lincar
components for Mach 0.19. Pressure measurement location, Py, refers to the location along the
cavity floor. Magnitude is dB/Hz rcferenced to 20 pPa.
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Figure 12: Auto-spectral density of the 11 floor mounted pressure measurcments |
compared to thc cstimation results and the contributions from the mcan-shear and non-lincar ‘
components for Mach 0.39. Pressure measurcment location, Py, refers to thc location along the !
cavity floor. Magnitude is dB/Hz referenced to 20 pPa.
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Figure 13: Auto-spectral density of the 11 floor mounted pressure measurcments
compared to the estimation results and the contributions from the mean-shear and non-lincar
components for Mach 0.73. Prcssure measurement location, Py, refers to the location along the
cavity floor. Magnitudc is dB/Hz referenced to 20 pPa.
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3 Flow Physics of Successfully Controlled Cavity Flow

In the following scetion we will eompare various aspeets of the veloeity field for a
sueeessfully eontrolled eavity flow. The data sets being used for this applieation is from a 3-
dimensionsional eavity geometry sitting in a Maeh 1.5 flow. The eontrol eame from an array of
miero-jets distributed at the leading edge of the eavity. These data sets are both numerieal and
experimental. The experimental data set was aequired by Prof. Farrukh Alvi and his students at
Florida State University. While the numerical data set was generated by Dr. Srinivasan
Arunajatesan at Combustion Research and Flow Teehnologies using their one equation Large
Eddy Simulation model.  In what follows we will only eoneentrate on eomparing the flow
eharacteristies between the baseline (no eontrol) and the ease where the floe eontrol resulted in
the maximum rcduetion of fluetuating surfaee pressure. The details of the experiments, numeries
and the effieacy of the econtrol on the surface pressure ean be found in Arunajatesan et al (2009),
Ukeiley et al, (2008) and Sheehan (2007). It should be noted that work being presented in this
this seetion was part of eollaboration between this AFOSR program with other programs at
AFRL/RBAI

3.1 Cavity and Actuation Description

The analysis being presented in this seetion is for a nominal length to depth ratio 5.6 eavity
whieh was three dimensional in nature with slanted side walls and a sloping floor. A sehcmatic
of the eavity is shown in Figure 14.

Varying Width
Ay

Varying Depth

Figure 14: Sehematie of thc nonrectangular eavity being studied in thepresent work.

The aetuation eonsisted eight 400 um mierojets whieh were loeated just upstream of the
eavity leading edge at a distanee of four mierojet diameters from the leading edge. The spacing
between the mierojets matehes that in the experimental work at FSU presented in Ukeiley et al
(2008) and Sheehan (2007), which was paramctrically optimized. A schematie of the orientation
and location of the mierojets ean be seen in Figure 15. The mierojet pressures are 40 psig and
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arc operatcd choked. These conditions corrcspond to the conditions where the microjets’
cffectiveness started to saturate.

Figure 15: Schematic of the microjet actuators.

The effects of the control on the root mcan squarc surface pressurc fluctuations are
prcsented in Figurc 16 for both the experiments and the numerical simulations. Clearly there is a
significant rcduction in the fluctuating surface pressure for cases. It also should be noted even
though therc are somce differences between the numerical and cxperimental results (~10%) they
both show approximatcly the same lcvels of reduction. Additional it was dcmonstrated in the |
Ukeiley ct al (2008) and Arunajatesan et al (2009) that there were reductions in both the tonal
and broad band features of the fluctuating surface pressure spectra.
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Figure 16: Rcductions of root mean square surface pressurc fluctuations for both
experimental and numerical data sets.




3.2 Mean and Turbulent Flow Fields

Figurc 17 displays contours of thc mean flow for both the control and no control cases for
both the streamwisc and wall-normal componcnts. From this figurc one can see substantial
changes in the flow patterns within the cavity. Examining the strcamwise component one clearly
observes that the shear layer is lifted and it does not appear to have as significant an impact with
the aft wall. The artifact of this lifting of the shear layer can be seen by examining thc wall-
normal velocity where there is clearly lcss of downward velocity on the aft wall.

Mean Streamwise Velocity Mean Wall-Normal Velocity
No Control Ulleg No Control ViUgs
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Figure 17: Mcan flow vclocity contours demonstrating the cffects of the leading cdge
microjets.
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Figure 18: RMS flow velocity contours demonstrating the cffects of the leading edge
microjets.

Figurc 18 displays thc contours of thc root mean square of the fluctuating velocitics for
both the controlled and no control scenarios. Once again thc lofting of the shear laycr is apparent
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from studying where the peak levels in the streamwise eomponent reside. Also apparent from
these figures is that the shear layer for the eontrolled ease thickens quite a bit more than the
uneontrolled ease in the initial part of its development. From examination of the wall-normal
rms contours there is a reduetion in the size of the unsteady region at the aft end of the eavity.
Additionally, there is a lifting of the most intense fluetuations out of the eavity. Although not
presented above the observations from the numerieal simulations were quite similar although the
effeets on the fluctuating veloeity were not as substantial.

3.3 Proper Orthogonal Decomposition

An applieation of the Proper Orthogonal Decomposition was earried out on both the
experimental and numerieal data sets diseussed above. Results for the baseline eavity are
ecompared with the mierojet eontrol ecases, as these were the only eases where experimental
flowfield data is available. The snapshot method (Sirovieh, 1987) was used to extraet the POD
modes from the flowfield solution due to its eomputational efficieney with highly spatially
resolved data. The analysis diseussed first only uses the veloeity data from the eavity midplane.
The kinetie energy norm eomprising only of # and v (negleeting w) is used to ecompare with the
modes obtained from PIV on a similar plane from the experimental data.
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Figure 19: Comparsion of POD modes with and without control.

The eonvergenee of the energy in the POD modes for both the numerieal and
experimental data sets for both the baseline and eontrolled eases is presented in Figure 19. An
interesting observation from these plots is that, contrary to expeetations, the eonvergenee of the
eontrol ease 1s better than the baseline ease. There is more energy in the first mode, which has
typieally been interpreted to imply an inerease in large-seale organization of the flow. As has
been discussed here and elsewhere (Arunajatesan, 2006), the use of mierojets leads to a reduetion
in the flow strueture eoherenee. This behavior of the modes is also observed experimentally, as
shown in Figure 19b where the POD modes for the experimental data set also show that the
amount of energy in the first mode is larger for the eontrolled flow for the baseline even though
these modes contain a higher pereentage of the overall energy. However, one must be eareful in

34




interpreting these results, as it will be demonstrated later that neglecting the w in the norm has
led to this contrary result, and a full 3-D POD may be required.

h) Minde 2

©) Made 3

Figure 20: Comparison of strcamwise POD modes of baseline vs. control cases.

A comparison of the first threc POD modes of the streamwise component from both the
experiment and simulation results is presented in Figure 20. In general, the experimentally and
numerically extracted POD modes show agreement with the differences in spatial resolution
being quitc apparent though. For the first mode the effect of control is to loft the shear layer
slightly over the eavity, as is shown qualitatively by both the simulation and experiment.
However, the cffect is more pronounced in the experiment. The sccond and third modes are
qualitatively similar with the third mode representing the dominant wavelength of struetures that
is very similar to that in the experiment. Further, the modes with and without control appear to
be more or less similar in nature exeept in the elose proximity to the leading edge of the cavity
where the control concept is applied. This inference reinforces the earlier results about the
turbulence field being only slightly different for most of the cavity exeept near the leading cdge.

In an attempt to more quantitatively assess the similarity of the POD modes the similarity
function (Rempfer ct al, 1994) was calculated for the experimentally determined POD modes and
is presented in Figure 21. This function uses the fact that the POD modes are orthonormal hence
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the inner product of two modes which arc the same would be one. In Figure 21 the inner product
of the first 20 modes from the baseline (no control) case are taken with the first 20 modes from
the controlled case. In the plot (based on the color code in the legend) square which are blue
represent mode combinations where the inner product is small and the modes are not similar. On
the contrary squares which are red represent